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Abstract—Real-time and reliable location information of mo-
bile nodes is a key enabler for many emerging wireless network
applications. Such information can be obtained via network
navigation, a new paradigm in which nodes exploit both spatial
and temporal cooperation to infer their positions. In this paper,
we establish a theoretical foundation for network navigation
and determine the fundamental limits of navigation accuracy
using equivalent Fisher information analysis. We then introduce
the notion of carry-over information and provide a geometrical
interpretation for the evolution of navigation information. Our
framework unifies the navigation information obtained from spa-
tial and temporal cooperation, leading to a deep understanding
of information evolution and cooperation benefits in navigation
networks.

Index Terms—Cooperative network, localization, navigation,
Cramér-Rao bound (CRB), equivalent Fisher information (EFI).

I. INTRODUCTION

REAL-TIME reliable localization and tracking capability
is a key enabler for numerous emerging applications in

commercial, public safety, and military sectors. These include
logistics, security tracking, medical services, underwater ex-
plorations, search and rescue operations, vehicle networking,
and military operations [1]–[11]. This wide range of potential
applications has motivated an increasing research interest in
localization and tracking technologies for wireless networks
[12]–[23].
Navigation encompasses both localization and tracking of

mobile nodes (agents) in a network, where the agents infer
their positional states1 based on measurements and prior
knowledge. In conventional systems, each agent individually
determines its positional state from relative measurements
taken with respect to (w.r.t.) fixed infrastructures and/or self
measurements using inertial sensors. For instance, in the
Global Positioning System (GPS), each agent determines its
position from the pseudorange measurements taken w.r.t. mul-
tiple satellites with known positions [24]; and in self-tracking
systems, each agent determines its positional state from the
inertial measurements about its movement [25]. However,
these conventional techniques fail to provide satisfactory per-
formance in many scenarios: GPS-based techniques become
inaccurate in harsh or indoor environments due to signal
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1The positional state can include the position, velocity, acceleration, orien-

tation, and angular velocity.
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Fig. 1. Network navigation: three mobile agents (blue circle), in three differ-
ent time steps, aiming to locate themselves by using inter-node measurements{
z
(n)
kj

}
(red arrows) and intra-node measurements

{
z
(n)
kk

}
(green arrows).

blockage, while inertial-based techniques become inaccurate
over time due to velocity drift.
Cooperative techniques are attracting increasing interest for

localization [6]–[8], [26]–[28], driven by their success in wire-
less communications [29]–[32]. Such techniques have been
shown to improve localization performance due to sharing
of information among spatial neighbors [6]–[8]. In addition
to spatial cooperation, the agents in the network can also
benefit from information obtained in different time instants
(see Fig. 1). Traditionally, this temporal information is inde-
pendently utilized by each agent via filtering techniques in a
process commonly known as tracking [25]. Here we advocate
a new paradigm that jointly uses both spatial and temporal
cooperation for real-time localization and tracking in wireless
networks, which we refer to as network navigation.
In the framework of network navigation, agents in a network

jointly infer their positional states by sharing information in
both the spatial and temporal domains [1]. In the spatial
domain, each node obtains information about its positional
state relative to that of others by inter-node measurements
(e.g., ranges) together with prior spatial knowledge.2 In the
temporal domain, each node obtains information about its
positional state evolution by intra-node measurements (e.g.,
velocities) together with prior temporal knowledge.3

The proper use of all relevant information through coop-
eration in a navigation network can lead to dramatic perfor-
mance improvements over conventional approaches. However,
realizing the benefits of spatial and temporal cooperation

2Examples of inter-node measurement sensors include RF radios, vision
sensors, and GPS devices; examples of prior spatial knowledge include
positions of certain nodes and map information.
3Examples of intra-node measurement sensors include inertial measurement

unit, odometer, and compass; examples of prior temporal knowledge include
mobility models and types of moving agents.
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incurs associated costs such as additional communication and
more complicated information fusion. Thus, understanding
the fundamental limits of cooperative navigation networks
is important not only for providing performance benchmarks
but also for guiding network design and operation under the
performance/complexity trade-off.
In this paper, we establish a theoretical foundation for

network navigation to determine the fundamental limits of
navigation accuracy. Built on our results of static localization
using only spatial cooperation [6], we incorporate intra-node
measurements and mobility knowledge as another mode of co-
operation, i.e., temporal cooperation. The main contributions
of the paper are summarized as follows.

• We determine the fundamental limits of network navi-
gation, in terms of navigation information, considering
both Bayesian and deterministic models for cooperative
networks.

• We derive the navigation information by equivalent Fisher
information (EFI) analysis, and show that the EFI matrix
(EFIM) can be decomposed into basic building blocks,
each associated with certain measurement and prior
knowledge.

• We introduce the notion of carry-over information, and
develop a geometrical interpretation for the navigation
information, providing insights into the information evo-
lution and cooperation benefits.

The rest of the paper is organized as follows. Section II
presents the network setting, the problem formulation, and the
notion of EFI. In Section III, we derive the EFIMs for network
navigation based on both Bayesian and deterministic models.
In Section IV, we investigate the EFIM for a 2-D navigation
problem and develop a geometrical interpretation. Finally, a
summary of the paper is given in the last section.

Notation: Ex{·} denotes the expectation operator w.r.t. the
random vector x; A � B denotes that the matrix A − B is
positive semi-definite; tr{·}, [ · ]†, | · |, and adj( · ) denote the
trace, conjugate transpose, determinant, and adjugate matrix
of its argument, respectively; ‖ ·‖ denotes the Euclidean norm
of its argument; Sn++ and S

n
+ denote the set of n×n positive-

definite and positive-semidefinite matrices, respectively; uφ
denotes the unit vector [ cosφ sinφ ]† and u⊥

φ := uφ+π/2;
and Jr(φ) := uφu

†
φ and Jr(φ, φ + π/2) :=

[
uφ u

⊥†
φ +

u⊥
φ u†

φ

]
/2. The notation xk1:k2 is used for concatenating the

set of vectors {xk1 ,xk1+1, . . . ,xk2} and similarly x
(t1:t2)
k1:k2

for{
x
(t1)
k1 :k2

,x
(t1+1)
k1:k2

, . . . ,x
(t2)
k1:k2

}
, for k1 ≤ k2, t1 ≤ t2. We denote

⊗ as Kronecker product and ENi,j be a N × N matrix with
all zeros except a 1 on the ith row and jth column. We also
denote by f(x) the probability density function (pdf) fX(x)
of the random vector X unless otherwise specified.

II. PROBLEM FORMULATION

In this section, we describe the network setting, formulate
the problem of network navigation, and briefly review the
notion of EFI that will be used to characterize the fundamental
limits of navigation accuracy.

A. Network Setting

Consider a cooperative wireless network consisting of Na

agents (or targets) and Nb anchors (or beacons), where each
agent is equipped with both inter- and intra-node measurement
sensors. The sets of agents and anchors are denoted by Na =
{1, 2, . . . , Na} and Nb = {Na + 1, Na + 2, . . . , Na + Nb},
respectively. Both the measurements and inference processes
are made in discrete time instants tn’s (n = 1, 2, . . . , N). Let
x
(n)
k ∈ R

D be the positional state of node k at time tn, where
those of the agents are to be determined. The positional state
includes the position p(n)

k and other mobility parameters such
as velocity, acceleration, orientation, and angular velocity.4

The parameter vector at time tn is given by

θ(n) =
[
x
(n) †
1:Na

κ
(n) †
1:Na

]†
where κ

(n)
k include the parameters associated with the inter-

and intra-node measurements of node k at time tn.5 In
particular, κ(n)

k is the concatenation of the set of vectors{
κ
(n)
kj : j ∈ Na ∪ Nb

}
, where κ

(n)
kj (k �= j) is associated

with the inter-node measurements of node k w.r.t. node j, and
κ
(n)
kk is associated with the intra-node measurements of node k.
Correspondingly, the set of measurements made at time tn is
denoted by z(n) =

{
z
(n)
kj : k ∈ Na, j ∈ Na ∪Nb

}
, where z(n)kj

(k �= j) denotes the inter-node measurements made at node k
w.r.t. node j, and z

(n)
kk denotes the intra-node measurements

made at node k.

B. Bayesian and Deterministic Models

In this section, we describe the Bayesian and deterministic
models for network navigation.
1) Bayesian model: The agents’ positional states and mea-

surement parameters can be described as random variables.
In this case, the evolution in time of such variables and
measurements is characterized by a hidden Markov model
(HMM),6 leading to the joint pdf of the measurements and
parameters from time t1 to tN to be

f(z, θ) =

N∏
n=1

f
(
θ(n)|θ(n−1)

)
f
(
z(n)|θ(n)

)
(1)

where θ := θ(1:N), z := z(1:N), and θ0 = ∅ for notational
convenience. We consider that (i) the dynamics of different
nodes are mutually independent, (ii) the dynamics of positional
states are independent of those of measurement parameters,
and (iii) the dynamics of different measurement parameters
are mutually independent. Therefore, the dynamic model for
the parameters in (1) can be decomposed as

f
(
θ(n)|θ(n−1)

)
=

∏
k∈Na

[
f
(
κ
(n)
kk

∣∣x(n−1)
k ,κ

(n−1)
kk

)
(2)

× f
(
x
(n)
k

∣∣x(n−1)
k

) ∏
j∈Na∪Nb\{k}

f
(
κ
(n)
kj

∣∣x(n−1)
kj ,κ

(n−1)
kj

)]
4For example, D = 8 for 2-D navigation in this case.
5Examples of parameters associated with inter- and intra-node measure-

ments include those of wireless medium and clock drift, respectively.
6HMMs have been widely applied as a statistical modeling tool since they

allow modeling complex real-world problems with reasonable computational
complexity [33].
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Fig. 2. Graphical model describing the interrelationships among the parameters and measurements present in the Bayesian model for network navigation.
The temporal cooperation is illustrated only for agent 3.

where x
(n−1)
kj := x

(n−1)
k − x

(n−1)
j . Moreover, since the

measurements by different sensors are mutually independent
conditioned on the positional state and measurement parame-
ters, the measurement model (likelihood) in (1) is given by

f
(
z(n)|θ(n)

)
=

∏
k∈Na

[
f
(
z
(n)
kk

∣∣x(n)
k ,κ

(n)
kk

)
×

∏
j∈Na∪Nb\{k}

f
(
z
(n)
kj

∣∣x(n)
kj ,κ

(n)
kj

)]
. (3)

Figure 2 illustrates the graphical model for the factorizations
in (2) and (3).
Since inter-node measurements depend on the relative po-

sitional states, we consider in (2) and (3) that these measure-
ments and the dynamics of corresponding parameters depend
on the difference of the positional states between two nodes,
i.e., x(n)

kj rather than {x(n)
k ,x

(n)
j }.

2) Deterministic model: The agents’ positional states and
the measurement parameters can also be described as deter-
ministic unknowns. In this case, there is no prior dynamic
knowledge, and the measurements depend on the agents’
positions and orientations in a set of consecutive time instants.
Hence, the positional state x(n)

k includes only the position and
orientation of agent k, and the likelihood for the deterministic
model can be written as7

f(z|θ) =
N∏
n=1

∏
k∈Na

[
f
(
z
(n)
kk

∣∣x(n−n0:n+n
′
0)

k ,κ
(n)
kk

)
(4)

×
∏

j∈Na∪Nb\{k}
f
(
z
(n)
kj

∣∣x(n−n0:n+n
′
0)

kj ,κ
(n)
kj

)]
where the measurements at time tn depend only on the
agents’ positions and orientations from tn−n0 to tn+n′

0
as

well as the measurement parameters at tn. We also consider
the independence condition of the measurements as in the
Bayesian model (see Fig. 3 for the graphical model).

7Throughout the paper, the notation (n− n0 : n+ n′
0) is shorthand for

(max{n− n0, 1} : min{n+ n′
0, N}).

Note that the difference between the Bayesian and deter-
ministic models is that the latter (i) considers all param-
eters to be deterministic unknowns, i.e., assumes no prior
knowledge about dynamics, and (ii) includes only the position
and orientation in the positional state and the measurements
depend on such positional states in consecutive time instants.
For example, if the intra-node measurement is node velocity,
the deterministic model can describe the measurement as a
function of the positions by

z
(n)
kk =

p
(n)
k − p

(n−1)
k

Δt
+w

(n)
k

whereΔt is the sampling time interval andw
(n)
k is the residual

error. Correspondingly in (4), the likelihood of the velocity
measurement can be expressed as f

(
z
(n)
kk

∣∣p(n−1:n)
k ,κ

(n)
kk

)
.

C. Equivalent Fisher Information

The mean squared error (MSE) matrix of an estimate x̂(n)
k

for the kth agent’s positional state is bounded below as

Ez,θ

{
(x̂

(n)
k − x

(n)
k )(x̂

(n)
k − x

(n)
k )†

}
� [

J−1
θ

]
x
(n)
k

(5)

where Jθ is the Fisher information matrix (FIM) for θ [34]
and [J−1

θ ]
x
(n)
k

denotes the square submatrix on the diagonal

of J−1
θ corresponding to x

(n)
k [5]. We next apply the EFI

analysis to reduce the dimension of the FIM while retaining
all the information for the parameters of interest [5].
Definition 1 (EFIM): Given a parameter vector θ =

[ θ†
1 θ†

2 ]
† and the FIM Jθ of the form

Jθ =

[
A B
B† C

]
where θ ∈ R

N , θ1 ∈ R
n, A ∈ R

n×n, B ∈ R
n×(N−n), and

C ∈ R
(N−n)×(N−n) with 1 ≤ n < N , the EFIM for θ1 is

given by

Je(θ1) := A−BC−1B† . (6)
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Fig. 3. Graphical model describing the interrelationships among the parameters and measurements present in the deterministic model for network navigation.
The temporal cooperation is illustrated only for agent 3 with n0 = 1 and n′

0 = 0.

We call matrix B the cross information between θ1 and θ2

in Jθ . The right-hand side of (6) is known as the Schur’s
complement of matrix A [35]. The EFIM retains all the
necessary information to derive the information inequality for
parameter θ1, in the sense that [J

−1
θ ]θ1

= [Je(θ1) ]
−1.

III. EFIM FOR NETWORK NAVIGATION

In this section, we first derive the EFIMs for the agents’
positional states for both Bayesian and deterministic models,
and then discuss the implications of the EFIMs as well as
the challenges in realizing network navigation. For notational
convenience, we denote x := x

(1:N)
1:Na

, κ := κ
(1:N)
1:Na

, and
functionals

Φα,β(f) := Ez,θ

{
− ∂2 ln f

∂α∂β†
}

Ψγ
α,β(f) := Φα,β(f)−Φα,γ(f)

[
Φγ,γ(f)

]−1
Φγ,β(f) .

A. EFIM for Bayesian Model

We first consider the Bayesian model of network navigation
as introduced in Section II-B1 and derive the EFIM for
the agents’ positional states based on (1). In the following
theorem, we show that the EFIM can be decomposed into
the sum of information corresponding to the mobility model,
spatial cooperation, and temporal cooperation. This result
implies that the prior knowledge and each mode of cooperation
contribute to navigation information in an additive manner.
Theorem 1: For the Bayesian model of network navigation,

the EFIM for the agents’ positional states x from time t1 to
tN is given by

Je(x) = Jme (x) + Jse(x) + Jte(x) (7)

where Jme (x) is the EFIM corresponding to the mobility
model, given by a diagonally-striped matrix

Jme (x) =

N∑
n=1

ENn,n ⊗P(n,n) +

N−1∑
n=1

(
ENn,n+1 ⊗P(n,n+1)

+ENn+1,n ⊗P(n+1,n)
)
(8)

in which P(n,m) =
∑

k∈Na
ENa
k,k ⊗ P

(n,m)
k with P

(n,m)
k

given by (27); Jse(x) is the EFIM corresponding to spatial
cooperation, given by

Jse(x) =

N∑
n=1

N∑
m=1

ENn,m ⊗ S(n,m) (9)

in which

S(n,m) =
∑
k∈Na

∑
j∈Na∪Nb\{k}

ENa
k,k ⊗ S

(n,m)
kj

−
∑
k∈Na

∑
j∈Na\{k}

ENa
k,j ⊗ S

(n,m)
kj (10)

with S(n,m)
kj given by (28); and Jte(x) is the EFIM correspond-

ing to temporal cooperation, given by

Jte(x) =

N∑
n=1

N∑
m=1

ENn,m ⊗T(n,m) (11)

in which T(n,m) =
∑

k∈Na
ENa
k,k ⊗T

(n,m)
k with T

(n,m)
k given

by (29).
Proof: See Appendix A for the outline of the proof. The

detailed proof is omitted due to the space constraint.
Remark 1: Theorem 1 shows that the EFIM for the po-

sitional states can be decomposed into three terms, i.e., the
information corresponding to the mobility model, spatial co-
operation, and temporal cooperation. Each term has a specific
structure explained in the following.
Mobility model: Jme (x) characterizes the navigation infor-

mation, i.e., information about the positional states, corre-
sponding to the mobility model. Every matrix P(n,n) on the
diagonal of Jme (x) is block-diagonal with each block of size
D×D corresponding to x(n)

k ’s, since the mobilities of different
agents are independent. Moreover, since the mobility model
characterizes the positional states in two consecutive time
instants, only the matrices P(n,n+1) in off-diagonals of Jme (x)
are non-zero. Furthermore, the matrices P(n,n+1) are block-
diagonal with each block of size D×D corresponding to the
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statistical distribution of mobility f
(
x
(n+1)
k |x(n)

k

)
, again since

the mobilities of different agents at different time instants are
independent.
Spatial cooperation: Jse(x) characterizes the navigation

information corresponding to the cooperation via inter-node
measurements. Every matrix S(n,n) on the diagonal of Jse(x)
has the specific structure shown in (10): (i) the submatrix
S
(n,n)
kj characterizes the navigation information obtained from
the inter-node measurement between nodes k and j, (ii) the kth
block on the diagonal is the summation of such information
between agent k and all other nodes, and (iii) the off-diagonal
blocks are the negative of such information between each pair
of agents due to the uncertainty of the agents’s positional states
in cooperation [6]. The off-diagonal matrices S(n,m) in Jse(x)
have the same structure as S(n,n), and these matrices arise due
to the elimination of the parameters {κkj}.
Temporal cooperation: Jte(x) characterizes the navigation

information corresponding to the cooperation via intra-node
measurements. Every matrix T(n,n) on the diagonal of Jte(x)
is block-diagonal with blocks of size D × D corresponding
to x

(n)
k ’s, since the intra-node measurements of different

agents are independent. Furthermore, the off-diagonal matrices
T(n,m) are block-diagonal with each block T

(n,m)
k of size

D×D corresponding to the cross information of the positional
states x(n)

k and x
(m)
k in Jte(x). This cross information arises

due to the elimination of the parameters {κkk}. The absence
of cross information between the positional states of different
agents, i.e., the zero cross information for x

(n)
k and x

(m)
j

(k �= j), is due to the independence of all the intra-node
measurements among the agents.
Moreover, one can show from Theorem 1 that when an

agent has infinite Fisher information about its positional states,
its role in the navigation network is the same as an anchor.
Therefore, there is no fundamental difference between agents
and anchors, and our framework unifies these nodes in the
network from the Bayesian point of view.
Theorem 1 presents the EFIM for network navigation

based on the general Bayesian model. When the measurement
parameters have unknown or simple dynamics, they can be
modeled as independent of the positional states and for dif-
ferent time instants, in which case f

(
κ
(n)
kk

∣∣x(n−1)
k ,κ

(n−1)
kk

)
=

f
(
κ
(n)
kk

)
and f

(
κ
(n)
kj

∣∣x(n−1)
kj ,κ

(n−1)
kj

)
= f

(
κ
(n)
kj

)
in (2). We

derive the EFIM for this special case in the following corollary.
Corollary 1: When the measurement parameters are inde-

pendent of the positional states and for different time instants,
the EFIM for the agents’ positional states x from time t1 to
tN is given by

Je(x) = Jme (x) + Jse(x) + Jte(x) (12)

where Jme (x) is given by (8); J
s
e(x) =

∑N
n=1 E

N
n,n ⊗ S(n,n)

is block-diagonal, in which S(n,n) has the same structure of
(10); and Jte(x) =

∑N
n=1 E

N
n,n⊗T(n,n) is also block-diagonal,

with T(n,n) =
∑
k∈Na

ENa
k,k ⊗T

(n,n)
k . In these equations, the

matrix P
(n,n)
k is given by (27), and

S
(n,n)
kj = Ψ

κ
(n)
kj

x
(n)
k ,x

(n)
k

(
f
(
κ
(n)
kj

) · f(z(n)kj |x(n)
kj ,κ

(n)
kj

))

+Ψ
κ

(n)
jk

x
(n)
k ,x

(n)
k

(
f
(
κ
(n)
jk

) · f(z(n)jk |x(n)
jk ,κ

(n)
jk

))
(13)

T
(n,n)
k = Ψ

κ
(n)
kk

x
(n)
k ,x

(n)
k

(
f
(
κ
(n)
kk

) · f(z(n)kk |x(n)
k ,κ

(n)
kk

))
. (14)

Proof: (Outline) Due to the independence condition, the
off-diagonal submatrices (or cross information) in Jθ are
zeros, e.g.,

Φ
κ

(n)
kk ,κ

(n+1)
kk

(
f(κ

(n+1)
kk |x(n)

k ,κ
(n)
kk )

)
= 0 .

Based on this equality, (13) and (14) can be obtained after
some algebra.
Remark 2: Under the independence condition of the mea-

surement parameters, Corollary 1 shows that both the EFIMs
corresponding to the spatial and temporal cooperation are
block-diagonal. In other words, since the correlation between
the measurement parameters in time no longer exists, the
inter- and intra-node measurements do not induce any cross
information in the navigation information for different time
instants.

B. EFIM for Deterministic Model

We now consider all the parameters to be deterministic
unknowns as introduced in Section II-B2. In the following
theorem, we derive the corresponding EFIM for the agents’
positional states, i.e., positions and orientations in this case,
based on the model in (4). The decomposition of the EFIM is
analogous to that in the previous section, but with the absence
of the term corresponding to the mobility model. The proof
of the theorem follows from a similar derivation of Theorem
1, and we omit it due to the space constraint.
Theorem 2: For the deterministic model of network navi-

gation, the EFIM for the agents’ positional states x from time
t1 to tN is given by

Je(x) = Jse(x) + Jte(x) (15)

where Jse(x) is the EFIM from spatial cooperation, structured
as (9), and Jte(x) is the EFIM from temporal cooperation,
structured as (11), in which the block matrices S

(n,m)
kj =

S
(m,n) †
kj and T

(n,m)
k = T

(m,n) †
k are given by

S
(n,m)
kj =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

n+n0∑
l=m−n′

0

[
Ψ

κ
(l)
kj

x
(n)
k ,x

(m)
k

(
f
(
z
(l)
kj |x(l−n0:l+n

′
0)

kj ,κ
(l)
kj

))
+Ψ

κ
(l)
jk

x
(n)
k ,x

(m)
k

(
f
(
z
(l)
jk |x(l−n0:l+n

′
0)

jk ,κ
(l)
jk

))]
,

n ≤ m ≤ n+ n0 + n′
0

0 , m > n+ n0 + n′
0

(16)

T
(n,m)
k =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
n+n0∑

l=m−n′
0

Ψ
κ

(l)
kk

x
(n)
k ,x

(m)
k

(
f
(
z
(l)
kk|x(l−n0:l+n

′
0)

k ,κ
(l)
kk

))
,

n ≤ m ≤ n+ n0 + n′
0

0 , m > n+ n0 + n′
0 .

(17)

Remark 3: Compared to the EFIM for the Bayesian case
in (7) of Theorem 1, the EFIM for the deterministic case in
(15) does not contain the components corresponding to the
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dynamic models for the mobility and measurement parameters.
Theorem 2 shows that the EFIM in (15) can be decomposed
into two terms, i.e., the information from spatial and temporal
cooperation, where Jse(x) and Jte(x) as well as their subma-
trices have the same decomposition as their counterparts in
Theorem 1. Hence, the remarks drawn for the Bayesian case
on spatial and temporal cooperation can be extended to this
case.
Specifically for this case, since the measurements made at

time tn are only related to the positional states from tn−n0 to
tn+n′

0
, the cross information T(n,m)

k and S(n,m)
kj between x(n)

k

and x
(m)
k depend only on the measurements from tm−n′

0
to

tn+n0 . In other words, this cross information is zero for pairs
of positional states with time separation larger than n0 + n′

0,
i.e., T(n,m)

k = 0 for m > n+ n0 + n′
0.

C. Discussion

The above results show that joint spatial and temporal
cooperation can significantly improve the navigation perfor-
mance, since each mode of cooperation corresponds to a
positive semi-definite matrix in the sum for the total EFIM.
However, realizing this benefit in practical implementation
incurs associated costs such as additional communication and
more complicated information fusion: (i) the communication
among nodes required for cooperation can jeopardize the
benefits of cooperation if such communication is not properly
designed [1], [13], and (ii) the non-diagonal structure of the
above EFIMs implies strong correlation in agents’ position
estimates and hence hinders the development of efficient dis-
tributed information fusion algorithms for medium- and large-
scale networks [1], [36], [37]. Hence, for realistic network
design and operation, it is crucial to develop efficient com-
munication strategies. These include message representation
and scheduling techniques, tailored specifically to network
navigation, as well as efficient information fusion techniques
that can accurately combine information from various modes
of cooperation in a distributed manner.
To handle the trade-off between performance and com-

plexity, it is essential to grasp the essence of the network
navigation process. Hence, we will further explore the implica-
tions of the navigation information and develop a geometrical
interpretation of information evolution to gain insights for
network design and operation.

IV. NAVIGATION INFORMATION EVOLUTION

In this section, we investigate the EFIM for the agents’
positions in navigation networks, and develop a geometrical
interpretation of navigation information to illustrate the infor-
mation evolution.

A. Navigation Information for Positions

We focus on the positions of the agents in a 2-D navigation
network and assume that their orientations are known for
simplicity, i.e., the positional state only includes the position
and its derivatives. Each agent obtains inter-node measure-
ments for the distances to its neighboring nodes and intra-node

measurements for its velocity.8 Without loss of generality,
we will focus on the deterministic case, since the EFIM for
the deterministic case has the same structure as that for the
Bayesian case with a simple mobility model.
The models for the inter- and intra-node measurements

are given by f
(
z
(n)
kj |‖p(n)

k − p
(n)
j ‖,κ(n)

kj

)
and f

(
z
(n)
kk |p(n)

k −
p
(n−1)
k ,κ

(n)
kk

)
, respectively. Let the angle φ(n)kj describe the

direction from p
(n)
k to p

(n)
j , φ(n)kk describe the direction

from p
(n−1)
k to p

(n)
k , d (n)

kj := ‖p(n)
k − p

(n)
j ‖, and d (n)

kk :=

‖p(n)
k −p

(n−1)
k ‖. The next theorem gives the simple structure

of the EFIM, showing that there is only cross information
between consecutive time instants and the information from
each measurement is characterized by a 2 × 2 matrix. The
proof follows from a similar derivation of Theorem 1, and we
omit it due to the space constraint.
Theorem 3: For the deterministic model of 2-D network

navigation with measurements of the agent velocity and inter-
node distance, the EFIM for the agents’ positions p from time
t1 to tN is given by

Je(p) =

N∑
n=1

ENn,n ⊗ (
S(n) +T(n) +T(n+1)

)
−
N−1∑
n=1

(
ENn,n+1 +ENn+1,n

)⊗T(n+1) (18)

where the EFIM from spatial cooperation is S(n) structured
as (10) and the EFIM from temporal cooperation is T(n) =∑

k∈Na
ENa
k,k ⊗T

(n)
k with T

(1)
k = T

(Na+1)
k = 0.9 In the above

expressions, S(n)
kj , T

(n)
k ∈ S

2
+ are given by

S
(n)
kj = λ

(n)
kj · Jr(φ(n)kj )

T
(n)
k = λ

(n)
kk · Jr(φ(n)kk ) + ν

(n)
kk · Jr(φ(n)kk + π/2)

+ ξ
(n)
kk · Jr(φ(n)kk , φ

(n)
kk + π/2)

where the coefficients are given by

λ
(n)
kj = Ψ

κ
(n)
kj

d
(n)
kj , d

(n)
kj

(
f
(
z
(n)
kj |d (n)

kj ,κ
(n)
kj

))
and λ

(n)
kk = [ T̆

(n)
k ]1,1, ξ

(n)
kk = [ T̆

(n)
k ]1,2/d

(n)
kk , ν

(n)
kk =

[ T̆
(n)
k ]2,2/d

(n) 2
kk with

T̆
(n)
k = Ψ

κ
(n)
kk

[ d
(n)
kk φ

(n)
kk ],[d

(n)
kk φ

(n)
kk ]

(
f
(
z
(n)
kk |d (n)

kk , φ
(n)
kk ,κ

(n)
kk

))
.

In particular, ξ(n)kk = 0 when the amplitude and direction
measurements of the velocity are independent.
Remark 4: The EFIM for the agents’ positions in (18) has

the diagonally-striped structure, with each building block of
size 2Na × 2Na. The EFIM S(n) characterizes the spatial
cooperation at time tn, and T(n) characterizes the temporal
cooperation from time tn−1 to tn. Both of them consist of
2× 2 building blocks, i.e., S(n,n)

kj and T
(n)
k corresponding to

8For example, the ranges can be measured from RF signals transmitted
between nodes, and the velocity can be measured by inertial sensors or
Doppler radars.
9The notations S(n) , S(n)

kj , T
(n), and T

(n)
k are shorthands for S(n,n) ,

S
(n,n)
kj , T(n,n), and T

(n,n)
k , respectively.
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Fig. 4. Spatial and temporal cooperation: (a) Spatial cooperation increases the
information in the direction formed by the two nodes’ positions; (b) Temporal
cooperation increases the information both in the direction formed by the node
positions in different times and in its orthogonal direction.

inter- and intra-node measurements, respectively. The EFIM
from each inter-node measurement is of rank 1, where the
eigenvector corresponding to the nonzero eigenvalue is in the
direction connecting the two nodes. On the other hand, when
the amplitude and direction measurement of the velocity are
independent, the corresponding T(n)

k can be decomposed into
the direction of movement (from the amplitude measurement)
and its orthogonal direction (from the direction measurement).
Figures 4(a), 4(b), and 5 illustrate the contribution from spa-

tial cooperation, temporal cooperation, and joint cooperation
in terms of information ellipse, respectively.10 Figures 6 and
7 show the squared position error bound (SPEB) [5] obtained
from the EFIM for the agents’ positions with different modes
of cooperation, where the contribution of the spatial and
temporal cooperation increases with the network size and the
time steps, respectively. These figures also show the significant
performance improvement that can be achieved by joint spatial
and temporal cooperation.

B. Carry-Over Information

The diagonally-striped structure of (18) allows derivation
of the EFIM Je(p

(N)) for the agents’ positions p(N) at time
instant tN recursively. We next define the notion of carry-
over information, which characterizes the useful information
transferred from one time instant to the next through temporal
cooperation.
Definition 2 (Carry-over information): The carry-over in-

formation from tn−1 to tn is defined to be the matrix
T̃(n) ∈ S

2Na
+ such that the EFIM Je(p

(n:N)) can be written
as

Je(p
(n:N)) = EN−n+1

1,1 ⊗ (
S(n) + T̃(n) +T(n+1)

)
(19)

+

N∑
m=n+1

EN−n+1
m−n+1,m−n+1 ⊗

(
S(m) +T(m) +T(m+1)

)
−

N∑
m=n+1

(
EN−n+1
m−n,m−n+1 +EN−n+1

m−n+1,m−n
)⊗T(m).

10The information ellipse is characterized by {p ∈ R2 : p†J−1
e p = 1}

for an EFIM Je ∈ S
2
++ [6].
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Fig. 5. Information evolution in time for network navigation with two
agents in two consecutive time instants. The red and green ellipses denote the
navigation information after spatial and temporal cooperation, respectively.

Note that the carry-over information T̃(n) retains all the
information from t1 to tn−1 for the EFIM Je(p

(n:N)). In the
following proposition, we show that such carry-over informa-
tion always exists and derive its expression.
Proposition 1: The carry-over information T̃(n) ∈ S

2Na
+

always exists and is unique. It is given by

T̃(n) = T(n) −T(n)
(
S(n−1) + T̃(n−1) +T(n)

)−1
T(n)

(20)

with T̃(1) := 0.
Remark 5: The proposition shows that the carry-over infor-

mation for navigation can be obtained recursively at each time
instant and used as prior knowledge of the agents’ positions
for the next time instant. In the following, we characterize
the properties of this important matrix to gain insights into
temporal cooperation.
The spatial cooperation results in coupled inference, mani-

fested by the non block-diagonal structure of S(n−1) in (20).
In other words, the efficient estimates of the agents’ positions
are correlated due to spatial cooperation [37]. However, in
distributed networks, the agents usually do not capture such
correlation and only obtain individual (marginal) position
distributions. Hence, after spatial cooperation at each time
instant, the navigation accuracy limits of individual agents can
be characterized by their own EFIMs.
For distributed networks, we consider a new EFIM consist-

ing of the EFIMs for individual agents, given by

S̃(n−1) =
∑
k∈Na

ENa
k,k ⊗ S̃

(n−1)
k (21)

where S̃
(n−1)
k =

{[
(S(n−1) + T̃(n−1))−1

]
p

(n−1)
k

}−1
is the

individual EFIM for agent k at time tn−1 after spatial cooper-
ation. By ignoring the correlation carry-over information, we
approximate the carry-over information for individual agents
in the following proposition.
Proposition 2: The carry-over information in distributed

networks can be approximated as

T̃(n) =
∑
k∈Na

ENa
k,k ⊗ T̃

(n)
k (22)
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Fig. 6. Average SPEB vs. the number of consecutive time steps. Four agents
randomly locate in an area of 20m by 20m and follow a Gaussian random
walk, with λ

(n)
kk = ν

(n)
kk = λ

(n)
kj = 5m−2 and ξ

(n)
kk = 0. The EFIM from

anchors at each time instant is assumed to be the identity matrix.

where T̃
(n)
k = T

(n)
k − T

(n)
k

(
S̃
(n−1)
k + T

(n)
k

)−1
T

(n)
k is the

carry-over information of agent k from time tn−1 to tn.
Moreover, (20) reduces to (22) for noncooperative navigation
since the distributed condition is slack.
Remark 6: This proposition shows how the navigation in-

formation evolves in distributed navigation networks: at each
time instant, each agent uses its own carry-over information
as prior knowledge, updates its position distribution through
spatial cooperation with its neighbors, and finally obtains the
carry-over information for the next time instant based on its
position distribution and temporal cooperation. This insight
reveals that the complex joint cooperation can be decomposed
into the spatial and temporal steps. Such decomposition can
significantly reduce the complexity and facilitate the design
of distributed network navigation algorithms.

C. Geometrical Interpretation

To visualize the information evolution, we now provide
a geometrical interpretation of navigation information, par-
ticularly the carry-over information, for distributed network
navigation.11 Since the EFIM (22) is a block-diagonal matrix
with block size of 2 × 2, we can focus on one agent and
simplify the notation of the carry-over information as

T̃ = T−T
(
S+T

)−1
T (23)

where T = λJr(ψ) + ν Jr(ψ + π/2) =: U + V and
S = μJr(β)+η Jr(β+π/2), by eigenvalue decomposition for
matrices in S

2
++ [35], in which λ ≥ ν ≥ 0, μ ≥ η ≥ 0, and

ψ, β ∈ [ 0, π). We next simplify the expression of the carry-
over information in two ways, providing different insights into
such information for navigation.

11The geometrical interpretation for spatial cooperation can be found in
[6]. Here, the focus is on the discussion of the temporal cooperation.
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Fig. 7. Average SPEB vs. the number of agents at time step 3. Agents
randomly locate in an area of 20m by 20m and follow a Gaussian random
walk, with λ

(n)
kk = ν

(n)
kk = λ

(n)
kj = 5m−2 and ξ

(n)
kk = 0. The EFIM from

anchors at each time instant is assumed to be the identity matrix.

Proposition 3: The carry-over navigation information (23)
can be written as

T̃ =
|T|

|S+T| S+
|S|

|S+T| T . (24)

Proof: See Appendix B.
Remark 7: The carry-over information can be written as a

weighted sum of the EFIM from spatial cooperation S and
that from temporal cooperation T. The intuition is that the
carry-over contribution depends on both the original position
information (after spatial cooperation) and the information
obtained from the intra-node measurements. The carry-over
information satisfies T̃ � T, where the equality is achieved
when S goes to diag{∞,∞}. This implies that the information
from the intra-node measurement cannot be fully utilized due
to the uncertainty of the previous position characterized by S.
We next examine some special cases:

• When the intra-node measurement is only the amplitude
of the velocity, e.g., T = U, we have |T| = 0 and
hence T̃ = |S|/|U+ S| · U. That is, the carry-over
information is proportional to the rank-1 matrixU, where
the proportional constant is between 0 and 1 depending
on the directional position uncertainty of the agent at the
previous time instant.12 Similar observations hold when
the intra-node measurement is only the direction of the
velocity.

• When β = ψ or β = ψ+π/2, the carry-over information
in the two orthogonal directions is decoupled, and can be
calculated as

T̃ =

{
λμ
λ+μ Jr(ψ) +

ην
η+ν Jr(ψ + π/2) , β = ψ ,

λη
λ+η Jr(ψ + π/2) + ην

η+ν Jr(ψ) , β = ψ + π/2 .

The result (24) relies on a property of S2++, which cannot be
generalized to 3-D cases. We next show another geometrical

12Detailed discussion about directional position uncertainty can be found
in [6].
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interpretation of the carry-over information based on general
matrix calculation.
Proposition 4: The carry-over navigation information (23)

can be written as

T̃ = ζ1 U+ ζ2 V + κJr(ψ, ψ + π/2) (25)

where the coefficients are given by

ζ1 =
(
1 + λu†

ψ(S+V)−1uψ
)−1

ζ2 =
(
1 + ν u⊥†

ψ (S+U)−1u⊥
ψ

)−1

κ = −2λ ν · u†
ψ(S+U+V)−1u⊥

ψ .

In particular, for 2-D cases, the coefficient of the third term
can be simplified as

κ =
λ ν (μ− η) sin(2(β − ψ))

|S+U+V| . (26)

Proof: See Appendix C.
Remark 8: Proposition 4 shows that the carry-over infor-

mation can be expressed as a sum of three terms: the first and
second terms are respectively proportional to U and V, where
the proportional constants are between 0 and 1 depending on
the directional position uncertainty of the agent at the previous
time instant; and the third term accounts for the coupling of
the information from the spatial and temporal cooperation.
For the coupling term, note that the matrix Jr(ψ, ψ + π/2)

can be decomposed as

Jr(ψ, ψ + π/2) =
1

2
Jr(ψ + π/4)− 1

2
Jr(ψ − π/4)

i.e., the eigenvalues and eigenvectors are (1/2,uψ+π/4) and
(−1/2,uψ−π/4). Hence, the coupling terms increases the
EFIM with κ/2 in direction of ψ + π/4 and decreases with
the same amount in the direction of ψ − π/4 if β ≥ ψ,
and vice versa if β < ψ. The quantity κ given in (26) is
proportional to the product of sin(2(β − ψ)), λ, ν, as well
as the difference μ− η. Thus, this quantity vanishes when (i)
η = μ, (ii) |β − ψ| = 0 or π/2, and (iii) either λ or ν equals
0. In the first two cases, the eigenvectors of T aligns with
those of S, and in the last case the navigation information
from temporal cooperation degenerates to a rank-1 matrix.

V. SUMMARY

In this paper, we established a theoretical foundation for
network navigation and determined the fundamental limits
of navigation accuracy. We considered both Bayesian and
deterministic models for cooperative networks, and applied
the EFI analysis to derive the navigation information. We
showed that such information can be expressed as the sum
of three terms that correspond to the mobility model, spatial
cooperation, and temporal cooperation; these terms can be
further decomposed into basic building blocks, each associated
with certain measurement and prior knowledge. We also intro-
duced the notion of the carry-over information and developed a
geometrical interpretation for the evolution of navigation infor-
mation, yielding important insights into the essence of network
navigation. Our results provide performance benchmarks for
cooperative navigation networks, as well as guidelines for
network design and operation under performance/complexity
trade-off.
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APPENDIX A
PROOF OF THEOREM 1

Proof: (Outline) The derivation of the EFIM for x can
be done in two steps: (i) identify the structure of the original
FIM J(θ), and (ii) apply the EFI analysis to obtain the EFIM.
Spatial cooperation: we eliminate κ

(n)
kj in time sequence.

The matrix C̃
(n)
kj denotes the EFIM for κ(n)

kj when κ
(1:n−1)
kj

are eliminated by the EFI process, given by

C̃
(n)
kj =

⎧⎪⎪⎨⎪⎪⎩
C

(1,1)
k , n = 1

C
(n,n)
kj −C

(n,n−1)
kj

[
C̃

(n−1,n−1)
kj

]−1
C

(n−1,n)
kj ,

n > 1

in which C
(n,m)
kj = C

(m,n) †
kj is given by

C
(n,m)
kj =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Φ
κ

(n)
kj ,κ

(n)
kj

(
f
(
κ
(n)
kj |x(n−1)

kj ,κ
(n−1)
kj

)
·f(κ(n+1)

kj |x(n)
kj ,κ

(n)
kj

)
f
(
z
(n)
kj |x(n)

kj ,κ
(n)
kj

))
,

m = n

Φ
κ

(n)
kj ,κ

(n+1)
kj

(
f
(
κ
(n+1)
kj |x(n)

kj ,κ
(n)
kj

))
,

m = n+ 1 ;

and Ẽ
(n−l,n+1)
kj denotes the cross information for x(n−l)

k and

κ
(n+1)
kj when κ

(1:n−1)
kj are eliminated by the EFI process,

given by

Ẽ
(n)
kj = E

(n,n)
kj

Ẽ
(n−l,n+1)
kj =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
E

(n,n+1)
kj −E

(n,n)
kj

[
C̃

(n)
kj

]−1
C

(n,n+1)
kj ,

l = 0

−Ẽ
(n−l,n)
kj

[
C̃

(n)
kj

]−1
C

(n,n+1)
kj ,

1 ≤ l ≤ n− 1

in which E
(n,m)
kj = E

(m,n) †
kj is given by

E
(n,m)
kj =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Φ
x
(n)
k ,κ

(n)
kj

(
f
(
κ
(n+1)
kj |x(n)

kj ,κ
(n)
kj

)
·f(z(n)kj |x(n)

kj ,κ
(n)
kj

))
, m = n

Φ
x
(n)
k ,κ

(n+1)
kj

(
f
(
κ
(n+1)
kj |x(n)

kj ,κ
(n)
kj

))
,

m = n+ 1 .

In particular, for notational convenience, we set Ẽ(n,m)
jk = 0

for j ∈ Nb.
Temporal cooperation: we eliminate κ(n)

kk in time sequence.
The matrix B̃

(n)
k denotes the EFIM for κ(n)

kk when κ
(1:n−1)
kk

are eliminated by the EFI process, given by

B̃
(n)
k =

⎧⎪⎪⎨⎪⎪⎩
B

(1,1)
k , n = 1

B
(n,n)
k −B

(n,n−1)
k

[
B̃

(n−1,n−1)
k

]−1
B

(n−1,n)
k ,

n > 1
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in which B
(n,m)
k = B

(m,n) †
k is given by

B
(n,m)
k =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Φ
κ

(n)
kk ,κ

(n)
kk

(
f
(
κ
(n)
kk |x(n−1)

k ,κ
(n−1)
kk

)
·f(κ(n+1)

kk |x(n)
k ,κ

(n)
kk

)
f
(
z
(n)
kk |x(n)

k ,κ
(n)
kk

))
,

m = n

Φ
κ

(n)
kk ,κ

(n+1)
kk

(
f
(
κ
(n+1)
kk |x(n)

k ,κ
(n)
kk

))
,

m = n+ 1 ;

and D̃
(n−l,n+1)
k denotes the cross information for x(n−l)

k and
κ
(n+1)
kk when κ

(1:n−1)
kk are eliminated by the EFI process,

given by

D̃
(n)
k = D

(n,n)
k

D̃
(n−l,n+1)
k =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
D

(n,n+1)
k −D

(n,n)
k

[
B̃

(n,n)
k

]−1
B

(n,n+1)
k ,

l = 0

−D̃
(n−l,n)
k

[
B̃

(n,n)
k

]−1
B

(n,n+1)
k ,

1 ≤ l ≤ n− 1

in which D
(n,m)
k = D

(m,n) †
k is given by

D
(n,m)
k =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Φ
x
(n)
k ,κ

(n)
kk

(
f
(
κ
(n+1)
kk |x(n)

k ,κ
(n)
kk

)
·f(z(n)kk |x(n)

k ,κ
(n)
kk

))
, m = n

Φ
x
(n)
k ,κ

(n+1)
kk

(
f
(
κ
(n+1)
kk |x(n)

k ,κ
(n)
kk

))
,

m = n+ 1 ;

Combining all contributions from the EFI process, we have
the EFIM for the positional state x as in (7), where P(n,m)

k =

P
(m,n) †
k is given by

P
(n,m)
k =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Φ

x
(n)
k ,x

(n)
k

(
f
(
x
(n)
k |x(n−1)

k

) · f(x(n+1)
k |x(n)

k

))
,

m = n

Φ
x
(n)
k ,x

(n+1)
k

(
f
(
x
(n+1)
k |x(n)

k

))
, m = n+ 1

0 , otherwise ,
(27)

and S
(n,m)
kj and T

(n,m)
k are given by (28) and (29), respec-

tively, shown at the bottom of the page.

APPENDIX B
PROOF OF PROPOSITION 3

Proof: Note that since T, S ∈ S
2
+ and T+S ∈ S

2
++, we

have

(T+ S)−1 =
adj(T+ S)

|T+ S| .

Then, the carry-over information can be derived as

T̃ =
|T+ S|T−T · adj(T+ S) ·T

|T+ S|
=

[
(T+ S) · adj(T+ S)−T · adj(T+ S)

] ·T
|T+ S|

=
S · adj(T+ S) ·T

|T+ S|
=

|T|
|T+ S| S+

|S|
|T+ S| T

where we have used |A| · I = A · adj(A) for any A ∈ S
2
+.

APPENDIX C
PROOF OF PROPOSITION 4

Proof: Since T = U+V, the carry-over information can
be written as a sum of three components

T̃ =
[
U−U(S+T)−1U

]
+
[
V −V(S+T)−1V

]
− [

U(S+T)−1V +V(S+T)−1U
]
. (30)

Note that U = λuψu
†
ψ, we have that for any A ∈ S++

A(A+U)−1U = A
(
A−1 − λA−1 uψ u†

ψA−1

1 + λu†
ψA−1 uψ

)
λuψu

†
ψ

= λuψu
†
ψ − λuψu

†
ψ · λu†

ψA−1 uψ

1 + λu†
ψA−1 uψ

=
1

1 + λu†
ψA−1 uψ

·U .

Hence, the first component in (30) can be simplified as

U−U(S +T)−1U = (S+V)(S +V +U)−1U = ζ1 U

S
(n,m)
kj =
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Φ
x
(n)
k ,x

(n)
k

(
f
(
κ
(n+1)
kj |x(n)

kj ,κ
(n)
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kj ,κ
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[
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f
(
κ
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[
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N∑
l=m

[
Ẽ
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Ẽ
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, n < m ≤ N

(28)

T
(n,m)
k =
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Φ

x
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(
f
(
κ
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[
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D̃
(n,l)
k

[
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(l)
k
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k , n < m ≤ N

(29)
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and the second one can be simplified in a similar way.
Moreover, we can simplify the third component to the cor-
responding term in (25) by

−U(S+T)−1V = −λuψu†
ψ (S+T)−1ν u⊥

ψu
⊥†
ψ

=
1

2
κuψu

⊥†
ψ

and

−V(S+T)−1U =
1

2
κu⊥

ψu
†
ψ .

Finally, for 2-D cases, the expression (26) can be obtained
by using the equation that

u†
ψ(S+U+V)−1u⊥

ψ =
u†
ψ adj{S}u⊥

ψ

|S+U+V|
where we have used u†

ψ adj{U+V}u⊥
ψ = 0.
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[23] P. Tichavský, C. H. Muravchik, and A. Nehorai, “Posterior Cramér-
Rao bounds for discrete-time nonlinear filtering,” IEEE Trans. Signal
Process., vol. 58, no. 3, pp. 1940–1947, Mar. 2010.

[24] J. J. Spilker, Jr., “GPS signal structure and performance characteristics,”
Journal of the Institute of Navigation, vol. 25, no. 2, pp. 121–146,
Summer 1978.

[25] E. Foxlin, “Pedestrian tracking with shoe-mounted inertial sensors,”
IEEE Computer Graphics and Applications, vol. 25, no. 6, pp. 38–46,
nov.-dec. 2005.

[26] C. Chang and A. Sahai, “Cramér-Rao-type bounds for localization,”
EURASIP J. Appl. Signal Process., vol. 2006, pp. Article ID 94 287, 13
pages, 2006.

[27] C. Savarese, J. M. Rabaey, and J. Beutel, “Locationing in distributed
ad-hoc wireless sensor networks,” in Proc. IEEE Int. Conf. Acoustics,
Speech, and Signal Processing, vol. 4, 7-11 May 2001, pp. 2037–2040.

[28] X. Tan and J. Li, “Cooperative positioning in underwater sensor net-
works,” IEEE Trans. Signal Process., vol. 58, no. 11, pp. 5860–5871,
Nov. 2010.

[29] N. M. Freris, H. Kowshik, and P. R. Kumar, “Fundamentals of large
sensor networks: Connectivity, capacity, clocks and computation,” Proc.
IEEE, vol. 98, no. 1, pp. 1828–1846, Nov. 2010.

[30] M. Dohler and Y. Li, Cooperative Communications: Hardware, Channel
& PHY. John Wiley & Sons, 2010.

[31] M. R. Bhatnagar, A. Hjørungnes, and L. Song, “Cooperative com-
munications over flat fading channels with carrier offsets: A double-
differential modulation approach,” EURASIP J. Adv. in Signal Process.,
vol. 2008, no. 531786, pp. 1–11, 2008.

[32] H. Li, Z. Han, and H. V. Poor, “Asymptotic analysis of large cooperative
relay networks using random matrix theory,” EURASIP J. Adv. in Signal
Process., vol. 2008, no. 235867, pp. 1–11, Apr. 2008.

[33] O. Cappe, E. Moulines, and T. Ryden, Inference in Hidden Markov
Models. Springer Series in Statisics, 2007.

[34] H. V. Poor, An Introduction to Signal Detection and Estimation, 2nd ed.
New York: Springer-Verlag, 1994.

[35] R. A. Horn and C. R. Johnson, Matrix Analysis, 1st ed. Cambridge,
NY: Cambridge University Press, 1985.

[36] U. A. Khan and J. M. F. Moura, “Distributing the Kalman filter for
large-scale systems,” IEEE Trans. Signal Process., vol. 56, no. 10, pp.
4919–4935, Oct. 2008.

[37] S. Mazuelas, Y. Shen, and M. Z. Win, “Information coupling in
cooperative localization,” IEEE Commun. Lett., vol. 15, no. 7, pp. 737–
739, Jul. 2011.



1834 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 30, NO. 9, OCTOBER 2012

Yuan Shen (S’05) received his B.S. degree (with
highest honor) from Tsinghua University, China,
in 2005, and S.M. degree from the Massachusetts
Institute of Technology (MIT), Cambridge, MA, in
2008, both in electrical engineering.
Since 2005, he has been with Wireless Com-

munications and Network Science Laboratory at
MIT, where he is now a Ph.D. candidate. He was
with the Wireless Communications Laboratory at
The Chinese University of Hong Kong in summer
2010, the Hewlett-Packard Labs in winter 2009, the

Corporate R&D of Qualcomm Inc. in summer 2008, and the Intelligent
Sensing Laboratory at Tsinghua University from 2003 to 2005. His research
interests include communication theory, information theory, and statistical
inference. His current research focuses on network localization and navigation,
filtering techniques, resource allocation, cooperative networks, and wideband
communication systems.
Mr. Shen served as a member of the Technical Program Committee (TPC)

for the IEEE GLOBECOM in 2010–2012, the IEEE ICC in 2010–2012, the
IEEE WCNC in 2009–2012, and the IEEE ICUWB in 2011–2012. He is a
recipient of the Marconi Society Paul Baran Young Scholar Award in 2010,
Ernst A. Guillemin Thesis Award (first place) for the best S.M. thesis from the
Department of Electrical Engineering and Computer Science at MIT in 2008,
the Roberto Padovani Scholarship from Qualcomm Inc. in 2008, and the MIT
Walter A. Rosenblith Presidential Fellowship in 2005. He also received the
Best Paper Awards from the IEEE GLOBECOM in 2011, the IEEE ICUWB
in 2011, and the IEEE WCNC in 2007.

Santiago Mazuelas (M’10) received his Ph.D. in
mathematics and in telecommunications engineering
from the University of Valladolid, Spain, in 2009 and
2011, respectively.
Since 2009, he has been a postdoctoral fellow in

the Wireless Communication and Network Sciences
Laboratory at MIT. He previously worked from 2006
to 2009 as a Researcher and Project Manager in
a Spanish technological center, as well as a junior
lecturer in the University of Valladolid. His research
interests are the application of mathematical and

statistical theories to communications, localization, and navigation networks.
Dr. Mazuelas has served as a member of the Technical Program Committee

(TPC) for the IEEE Global Communications Conference (GLOBECOM)
in 2010 and 2011, the IEEE International Conference on Ultra-Wideband
(ICUWB) in 2011, the IEEE 3rd Latin-American Conference on Communi-
cations (LATINCOM) in 2011, and the IEEE Wireless Telecommunications
Symposium (WTS) in 2010 and 2011. He has received the Special prize
end of degree for the best student record in Telecommunications Technical
Engineering, the young scientists prize for the best communication at the
Union Radio-Scientifique Internationale (URSI) XXII Symposium in 2007,
and Best Paper Award from the IEEE ICUWB in 2011.

Moe Z. Win (S’85-M’87-SM’97-F’04) (S’85-M’87-
SM’97-F’04) received both the Ph.D. in Electrical
Engineering and M.S. in Applied Mathematics as
a Presidential Fellow at the University of Southern
California (USC) in 1998. He received an M.S. in
Electrical Engineering from USC in 1989, and a B.S.
(magna cum laude) in Electrical Engineering from
Texas A&M University in 1987.
He is a Professor at the Massachusetts Institute of

Technology (MIT). Prior to joining MIT, he was at
AT&T Research Laboratories for five years and at

the Jet Propulsion Laboratory for seven years. His research encompasses fun-
damental theories, algorithm design, and experimentation for a broad range of
real-world problems. His current research topics include network localization
and navigation, network interference exploitation, intrinsic wireless secrecy,
adaptive diversity techniques, and ultra-wide bandwidth systems.
Professor Win is an elected Fellow of the AAAS, the IEEE, and the IET,

and was an IEEE Distinguished Lecturer. He was honored with two IEEE
Technical Field Awards: the IEEE Kiyo Tomiyasu Award (2011) and the
IEEE Eric E. Sumner Award (2006, jointly with R. A. Scholtz). Together with
students and colleagues, his papers have received numerous awards including
the IEEE Communications Society’s Leonard G. Abraham Prize Paper Award
(2011), the IEEE Aerospace and Electronic Systems Society’s M. Barry Carl-
ton Award (2011), the IEEE Communications Society’s Guglielmo Marconi
Prize Paper Award (2008), and the IEEE Antennas and Propagation Society’s
Sergei A. Schelkunoff Transactions Prize Paper Award (2003). Highlights of
his international scholarly initiatives are the Copernicus Fellowship (2011), the
Royal Academy of Engineering Distinguished Visiting Fellowship (2009), and
the Fulbright Fellowship (2004). Other recognitions include the Outstanding
Service Award of the IEEE ComSoc Radio Communications Committee
(2010), the Laurea Honoris Causa from the University of Ferrara (2008), the
Technical Recognition Award of the IEEE ComSoc Radio Communications
Committee (2008), the Wireless Educator of the Year Award (2007), and the
U.S. Presidential Early Career Award for Scientists and Engineers (2004).
Dr. Win is an elected Member-at-Large on the IEEE Communications

Society Board of Governors (2011–2013). He was the chair (2004–2006) and
secretary (2002–2004) for the Radio Communications Committee of the IEEE
Communications Society. Over the last decade, he has organized and chaired
numerous international conferences. He is currently an Editor for IEEE
TRANSACTIONS ON WIRELESS COMMUNICATIONS, and served as Area
Editor (2003–2006) and Editor (1998–2006) for the IEEE TRANSACTIONS
ON COMMUNICATIONS. He was Guest-Editor for the PROCEEDINGS OF THE
IEEE (2009) and IEEE JOURNAL ON SELECTED AREAS IN COMMUNICA-
TIONS (2002).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


